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A B S T R A C T   

[GeTe]m-[Sb2Te3]n superlattice (GST-SL) is a promising material candidate to solve the critical problem of high- 
power consumption for phase-change memory technology. However, the switching mechanism is still under 
strong debate during the last decade. A key controversial question is that whether melting in GST-SL is possible. 
In this work, a large-scale machine learning interatomic potential (MLIP) molecular dynamics (MD) simulation 
with a one-order-of-magnitude larger atom number than that of conventional density functional theory (DFT) 
MD captures a unique partial melting behavior in GST-SL, where a sparse-nucleation-and-growth governed melting 
behavior is triggered by the flipping of atoms into van der Waals (vdW) gaps and forming cation-in-vdW-gap 
(CiV) defect as starting point, and then is slowly developed via propagating liquid-crystalline interfaces. In 
great contrast, the traditional melting of rock salt (RS)-GST occurs very fast due to instant homogeneous 
nucleation from high-density intrinsic vacancies distributed randomly in its cubic lattice. Therefore, the melting 
regions in GST-SL can be spatially localized in form of partial melting and are readily controlled. Moreover, the 
atomic distribution after melting in GST-SL is more chemical ordering than that in RS-GST. By the large-scale 
MLIP-MD, the present study provides a critical atomic insight into GST-SL phase-change behaviors that con-
ventional DFT-MDs hardly achieve. This partial-melting nature in GST-SL helps explain the long-term-confused 
working principle of GST-SL-based phase-change memory, which will accelerate its application in the big-data 
era.   

1. Introduction 

Phase-change memory (PCM) technology is considered a promising 
candidate for storage-class memory (SCM) [1,2] because it has a faster 
recording speed compared to conventional non-volatile memory (NVM) 
technologies such as hard disk drive (HDD) and flash memory. More-
over, in recent years, PCM has attracted widespread attention owing to 
its excellent prospects in neuromorphic computing [3,4], in-memory 
computing [5-7], flexible display [8,9], all-optical NVM [10], tunable 
meta-surface [11] and photonic-electronic hybrid computing [12,13]. 
However, despite these advantages, the application of PCM still suffers 
from the high-power consumption problem due to its large energy cost 

of phase transitions [14]. To overcome the problem of power con-
sumption, many efforts have been made including miniaturization of 
devices or electrodes [15], suppression of thermal dissipation [16,17], 
and development of new materials [18-21]. Among them, the 
[GeTe]m-[Sb2Te3]n superlattice (GST-SL) has attracted intensive atten-
tion for more than 10 years owing to its potentially novel mechanisms 
[22-25]. However, though many mechanisms have been proposed, they 
are still under strong debate up to now [26-30]. 

These previous mechanisms can be approximately classified into two 
types: (1) order-to-order phase transitions without melting via Ge-atom 
flipping or stacking-fault movements [31-34]; (2) Partial melting/a-
morphization of the regions near the electrodes or van der Waals (vdW) 
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interfaces [35-37]. For the first-type mechanisms, there still are several 
problems in previously proposed models. For example, the energy bar-
riers of the whole atomic layer flipping are high [34]. Also, the signal 
contrast between the two crystalline phases is not large enough [33]. 
Moreover, these models rely on specific atomic structures of GST-SL, 
such as the Ferro/Petrov/inverted-Petrov models or the stacking faults 
[29,30,38]. However, many experiments have demonstrated that low 
power consumption is a general advantage in superlattice and 
superlattice-like materials with different compositions [36,39,40]. In 
addition, the low-power consumption behavior does not rely on a 
directional electric field as it still works under laser irradiations [22]. In 
brief, a more general mechanism that can apply to different superlattice 
materials and their electronic/optical devices is urgently required. 

For the second-type mechanisms, melting/amorphization in GST-SL 
is feasible. Such an opinion has also been reported and discussed in 
previous articles [38,41,42]. Recently, in a GST-SL PCM device, a much 
smaller amorphized area rather than the thick mushroom-shaped 
amorphous region in rock salt (RS)-GST near the electrode is observed 
by high-resolution STEM [37]. The reason for the formation of the 
smaller amorphous region and the improved performances of GST-SL is 
attributed to the thermal or electrothermal confinement effect [37,42]. 
Corresponding finite element electro-thermal simulations show the 
anisotropic electrical/thermal conductivities and the large thermal 
boundary resistance between GST-SL and electrodes, which may lead to 
a more localized melting/amorphization area compared to the case of 
conventional PCM devices [37,43]. However, the mechanism is still 
doubted due to the lack of dynamic and atomic studies for the GST-SL 
melting behavior. Ab initio molecular dynamics (AIMD) simulation has 
been demonstrated to be a proper approach to investigate homogeneous 
melting processes in conventional RS-GeSbTe [30,35]. However, the 
simulation scale of AIMD is limited to only several hundred of atoms, 
which is far from enough to describe anisotropic atomic motion like the 
case in GST-SL with multiple interfaces. 

Using machine learning interatomic potentials (MLIP) from DFT 
datasets for MD simulations has emerged as a very promising method to 
substantially extend the MD-simulation scale with the quantum- 
mechanics precision [44-47]. For example, large-scale MD simulations 
based on the neural network potential [45] or Gaussian Approximation 
Potential (GAP) [44] have revealed various important phenomena in 
PCM materials including the breakdown of the Stokes–Einstein relation 
in supercooled liquid of GeTe [48], the dynamical heterogeneity in 
supercooled liquid of GeTe [49], the interface effect in the crystalliza-
tion of GeTe [50], the origin of the first sharp diffraction peak in 
amorphous GST [51], the origin of gap states in amorphous GST [52], 
the finite-size effect of crystallization in GST [53] and so on [54,55]. 
Furthermore, device-scale simulations of PCM using GAP were recently 
reported [56]. Therefore, the MLIP-MD will bring a new opportunity to 
clarify the critical phase-transition mechanism for the system of GST 
superlattice. 

In this work, we investigate atomic dynamics of melting behavior in 
GST-SL for the first time by a large-scale MLIP-MD (with > 3000 atoms), 
using the GAP developed by Elliot et al. [51]. The training set of the 
Ge-Sb-Te machine learning potential consists of elemental, binary, 
ternary crystals, liquid, and amorphous samples of these three elements, 
so the machine learning interatomic potential can well describe the 
melting and quenching process of GST and is applied in related works 
[51,57]. The present MD simulations reveal an unexpected “sparse-nu-
cleation-and-growth” governed melting behavior in GST-SL. In great 
contrast, the melting of conventional cubic RS-GST is “ultra--
dense-nucleation” dominated. As a result, partial or local melting of the 
GST-SL is readily achieved whereas the melting of the RS-GST is in a 
form of a global way and difficult to be controlled. This signifciant dif-
ference is attributed to huge discrepancy in their structures, i.e. the 
stable vdW interfaces in GST-SL vs. the randomly distributed vacancies 
in RS-GST. This work uncovers the nature of partial melting of GST-SL 
from the point of view of atomic dynamics, which will provide 

insightful understanding and critical reference for the opti-
mization/design of GST superlattice-based PCM technology in the 
big-data era. 

2. Methods of computation and analysis 

The molecular dynamics process was simulated by LAMMPS soft-
ware [58]. Interatomic interactions are provided by GAP potential 
developed for GST materials [51]. Structures were relaxed until reach-
ing the stopping tolerance 1 × 10− 12 for energy (unitless) before mo-
lecular dynamics simulations. Although the GAP potential does not 
include vdW corrections, the width of the vdW gap in the Kooi GST-SL 
model [28] is 2.60 Å while the one calculated from DFT+D3 is 2.80 
Å. The results are still close. The canonical ensemble (NVT) is applied to 
the molecular dynamics simulation with a time step of 3 fs, the tem-
perature was controlled by a Nose-Hoover thermostat, and structures are 
kept at a temperature of 300 K for a period of time to get their thermal 
equilibrium states at room temperature before heating/melting. 

The smooth overlap of atomic positions (SOAP) similarity kernel can 
quantify the similarity between two atomic environments [59]. An 
environment of a certain atom within rc, reflecting by atomic density 
distribution ρ(r) centered around the atom, can be represented by a sum 
of Gaussian functions with broadness σ on each neighbor atomic posi-
tion, and the atomic density is then expanded on a basis of radial 
functions Rn(r) and spherical harmonics Ylm(r) as, 

ρ(r) =
∑

i
exp

(
− α|r − ri|

2
)
=

∑

nlm
cnlmRn(r)Ylm(r̂)

the power spectrum p(ξ) of atomic environment ξ is transferred into a 
unit-length vector p̂(ξ) [60], and the similarity of two atomic environ-
ment can be calculated as, 

k(ξ, ξ́ ) = p̂(ξ)⋅p̂(ξ́ )

The larger the value of k(ξ, ξ́ ) ∈ [0, 1], the more similar atomic en-
vironments are. Based on the atomic environments in the crystalline 
phase, the atoms can be classified into three species [Ge/Sb (O:6), Te 
(TY:3), Te (O:6)] in GST-SL and two species [Ge/Sb (cation), Te (anion)] 
in RS-GST. The similarity of an atom to its crystalline phase environment 
is the average of the similarities of the atom to each atom of the same 
species in the reference (crystalline) structures, which are randomly 
chosen in their 300-K MDs, see Fig. S1 in Supplementary Material. For 
Te atoms in GST-SL, due to the existence of the vdW gap, the Te atoms in 
trigonal non-coplanar coordination (TY:3) near the vdW gap and those 
in octahedral coordination (O:6) inside the layer block are classified into 
two Te species. When judging whether an atom is in a crystalline or 
liquid/disordered phase, we compare its local atomic environment 
through the SOAP similarity kernel. According to our test, the crystalline 
and liquid phases can be well distinguished with the threshold values of 
k(ξ, ξ́ ) for GST-SL (0.85) and RS-GST (0.91), see Fig. S3 in Supplemen-
tary Material. 

The deviation of bond angle distribution (DBAD) is applied to quantify 
the local structure and the degree of lattice disorder. The DBAD is 
calculated as, 

DBAD =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑

i(θi − 90∘)
2
+
∑

j
(
θj − 180∘

)2

i + j

√

Where θ is the bond angles. Note that the bond angles are divided 
into two ranges, 0∘ ≤ θi ≤ 135∘ and 135∘ < θj ≤ 180∘, to evaluate the 
structural deviation from the crystalline octahedral configuration where 
the bond angles are ~ 90∘ and ∼ 180∘. As such, the larger the DBAD 
value, the higher the degree of disorder. Here, the atomic DBAD is 
calculated from the bond angles of a single atom, thus measuring the 
distortion degree of the local environment of the individual atom. On the 
other hand, the global DBAD is calculated from all bond angles within a 
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structure to quantify the overall distortion degree of the whole structure. 
To estimate the spatial localization of melting regions, a localization- 

degree indicator (LDI) is employed resembling the electronic inverse 
participation ratio (IPR) [61]. Firstly, the structural model is divided 
into N blocks of equal size. Secondly, the DBAD is calculated for all bond 
angles in each block. Then, the LDI is calculated as, 

LDI = N6 ×

∑
iD6

BAD(i)
[∑

iDBAD(i)
]6  

where N = 128 here and DBAD(i) is the DBAD of the ith block. A higher LDI 
suggests that the spatial distribution of disordered regions is localized 
(like the case of partial melting) while a smaller LDI means the distri-
bution is homogenous. 

3. Results and discussion 

To compare the melting behaviors of GST-SL and RS-GST, we 
perform high-temperature MD simulations for both systems using large 
supercells. Here, the model of GST-SL contains 3024 atoms and that of 
RS-GST has 3112 atoms, which is ten times larger than those of typical 
AIMDs (100 ~ 300 atoms) [19,62]. The GST-SL model is composed of 
Ge2Sb2Te5, Sb2Te3, and Ge1Sb2Te4 layer blocks according to the 
experimental observation [28]. 

After heating GST-SL to 1100 K and RS-GST to 1000 K, both struc-
tures melt but the time required varies greatly. The time evolution of 
pair correlation function (PCF) and bond angle distribution (BAD) in 
respective Figs. 1(a) and (b) quantitatively demonstrate that the struc-
ture loses its long-range order upon melting in GST-SL. Fig. 2(a) shows 
the initial structure of GST-SL, and Figs. 2(b)-(e) show several critical 

snapshots during its melting process. It is found that the melting 
behavior always begins from a thermally activated point defect, i.e., the 
flipping of an atom from a layer block into its adjacent vdW gap and 
leaving a vacancy in the lattice. For instance, at 7.6 ps [Fig. 2(b)], an Sb 
atom [highlighted by a red ellipse] has flipped into a vdW gap and then 
the lattice around the defect starts to have a certain degree of distortion 
at 21.6 ps [see Fig. 2(c)]. Subsequently, melting occurs around the 
center of the cation-in-vdW-gap (CiV) defect (here, the cations are Ge 
and Sb, and the anions are Te). Similar processes occur at different 
times, such as 39.9 ps and 51.0 ps [see Figs. 2(d)-(e)]. It is concluded 
that the CiV defect in GST-SL can act as a liquid nucleus of its melting. 

The PCF and BAD in Figs. 1(c) and (d) show the melting in traditional 
RS-GST. Firstly, the melting speed of RS-GST is sufficiently faster than 
that of GST-SL. As shown in Fig. 2, in the present models, starting from 
1100 K (note that the typical melting point of GST is ~ 900 K [63]), the 
melting of GST-SL takes several tens of picoseconds while RS-GST loses 
its long-range order within just several picoseconds at 1000 K, at least 
half an order of magnitude faster. The underlying reason for the 
different melting speeds between GST-SL and RS-GST is due to the 
different ways of melting nucleation. For GST-SL, the crystalline area 
can be easily overheated until the CiV defects occur, which needs in-
cubation and propagation times. However, all parts of the RS-GST model 
simultaneously turn into disordered phases shortly due to the 
pre-existence of random distributed high-density intrinsic vacancies, 
which act as natural seeds of nuclei for its ultrafast melting [Figs. 2 
(f)-(j)]. 

Since the CiV defect play a critical role in melting of GST-SL, it is 
necessary to understand the microscopic formation process of the defect. 
After carefully observing the movement of atoms in the black square of 

Fig. 1. The time evolutions of (a) the pair correlation function (PCF) and (b) the bond angle distribution (BAD) for GST-SL during the melting process at 1100 K. (c) 
The time evolution of PCF and (d) BAD for RS-GST during the melting process at 1000 K. Note that the time for GST-SL is significantly longer than that for RS-GST. 
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Fig. 2(c), we find that, instead of the direct flipping of Sb atoms into the 
vdW gap, the anti-site defect of SbTe near the vdW gap is formed before 
the formation of CiV. The formation of anti-site defects requires a col-
lective movement of several atoms, as shown in Fig. 3. Fig. 3(a) shows 
the direction of chain-like movement of Te-Sb-Te-Sb at high tempera-
tures. This movement will form interstitial Sb (Sbi), leave vacancies (VSb, 
VTe) in the original lattices, and form the anti-site defect TeSb as shown 
in Fig. 3(b). Then, the vacancies are filled in a cross-exchange manner to 
form an anti-site defect (SbTe) near the vdW gap [see Fig. 3(c)]. This 
anti-site Sb atom then enter the adjacent vdW gap and eventually form a 

CiV defect [Fig. 3(d)]. 
According to the DFT based nudged elastic band (NEB) method and a 

simplified Kooi GST-SL model, we also evaluate the energy barriers of 
forming the anti-site defect (2.72 eV) and the CiV defect (2.37 eV), see 
Fig. S2 in Supplementary Material. Although, these values are close to 
the activation energy (2.56–3.10 eV) per Ge atom in the previous flip-
ping mechanism [64], the working principles are quite different. In our 
proposed melting mechanism, even a single CiV defect can trigger the 
nucleation and growth of melting area around the defect in GST-SL. In 
contrast, in the flipping mechanism, all the atoms in the whole Ge layer 

Fig. 2. Snapshots of atomic structures of (a)-(e) GST-SL at 1100 K and (f)-(j) RS-GST at 1000 K during the large-scale MDs of thermal melting. The highlighted atoms 
in the red ellipses indicate the atoms that flipped into the vdW gaps during the melting process. The black dash-line square in (c) highlights the region that will be 
used for further studying the formation of cation-in-vdW-gap (CiV) defect later in Fig. 3. Here, the green, purple, and orange balls represent the Ge, Sb, and Te atoms, 
respectively. 
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are required to flip together, indicating it may be more difficult to 
happen. Indeed, the flipping mechanism cannot be observed in the 
present large-scale MLIP MD. 

To sum up, the formation of CiV defects need to undergo a series of 
critical steps and overcome their barriers. As such, the number of CiV 
defects in GST-SL is far less than the number of intrinsic vacancies in RS- 
GST. In other words, the nucleation sites for the melting of GST-SL are 
relatively sparse compared to the ultra-dense nucleation sites in RS-GST. 

To quantitatively catch the time evolution of melting regions, a 
quantitative identification of the melting/disordered area is needed. 
Here, we use the similarity kernel based on the SOAP [59] to distinguish 
the liquid and crystalline regions by quantifying the similarity between a 
specific atom and the atoms in the crystalline phase (see Methods section 
for more details). The SOAP has been used as a descriptor by machine 
learning models for fitting interatomic potentials and can also be used to 
analyze the structural similarity of atoms in different phases [65–67]. 
Here, we judge whether an atom is in a crystalline state during phase 
transition by comparing its local atomic environment with those of 
atoms in a reference crystalline phase. According to our test, the 
threshold values of similarity k(ξ, ξ́ ) to distinguish the crystalline and 
liquid phases are chosen as 0.85 for GST-SL and 0.91 for RS-GST, see 
Fig. S3 in Supplementary Material. Therefore, we choose the 
color-coding SOAP similarity ranges of 0.8–0.9 for GST-SL and 
0.85–0.95 for RS-GST to highlight the phase evolution during the 
melting, see Fig. 4. As such, the red atomic areas indicate the disordered 
liquid region while the blue areas are for the crystalline region. The 

approximate boundaries of the disordered regions in GST-SL are marked 
with pink lines in Figs. 4(a)-(b). The results suggest that the melting of 
GST-SL happens in a way of the propagation of disordered regions 
[Figs. 4(a)-(b)]. When part of the material becomes disordered by the 
CiV-induced melting, the surrounding crystalline regions remain rela-
tively stable. Then, the disordered area continuously enlarges or grows 
with time. In contrast, the melting of RS-GST homogeneously takes place 
from anywhere throughout the entire lattice [Figs. 4(c)-(d)]. 

The underlying origin can be attributed to the different orders of 
vacancy distribution in GST-SL and RS-GST. For GST-SL, the vacancies 
are orderly arranged to form the stable vdW interfaces. Then, each layer 
block in GST-SL can be independently stabilized owing to the vdW in-
teractions. Therefore, this stability in GST-SL layer blocks can be 
maintained until the vdW interface is disturbed by the CiV defects. Once 
a small disordered region appears, it will destroy the adjacent vdW 
interface, thereby destabilizing the surrounding lattice. In this way, the 
disordered region grows larger and larger by expanding the order- 
disorder interfaces. We conclude it as a sparse-nucleation-and-growth 
process. In contrast, intrinsic vacancies in RS-GST are evenly separated 
and provide spaces for atom vibration and diffusion, thereby acting as 
seeds of nucleation. The nucleation sites are so dense that the initial 
liquid nuclei are directly connected without obvious propagations or 
growth. Correspondingly, we call it an ultra-dense-nucleation process. As 
a result, GST-SL can be partially melted under a homogenous thermal 
bathing condition, whereas RS-GST cannot. Note that the way of the 
propagation of melting areas, i.e., sparse-nucleation-and-growth, in GST- 

Fig. 3. Snapshots of atomic structures in turn during the formation process of the cation-in-vdW-gap (CiV) defect in GST-SL. (a) Direction of the initial chain-like 
movement of Te-Sb-Te-Sb that will produce interstitial atoms (Sbi) and vacancies (VSb, VTe) in (b). (b) Formation path of Sb-Te anti-site defect by vacancy-assisted site 
exchange. (c) The formed anti-site defect and its instability. (d) Sb atom enters the vdW gap and forms a CiV defect. The arrows indicate the directions of the atomic 
movements. The large balls highlight the key atoms of these processes. 
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Fig. 4. Characterization of the melting process based on the SOAP similarity kernel. Snapshots of atomic structures of (a)-(b) GST-SL and (c)-(d) RS-GST during their 
melting processes. The color coding indicates the similarity to the crystalline phase to identify the melting processes. The red and blue colors indicate the liquid 
region and crystalline region, respectively. The approximate boundaries of the disordered regions in GST-SL are marked with pink lines in (a)-(b). 

Fig. 5. Atomic-scale characterization of the melting process by deviation of bond angle distribution, DBAD. The time evolutions of the distribution of the atomic DBAD 
during the melting of (a) GST-SL and (b) RS-GST. The time evolutions of (c) Localization-degree indicator (LDI) and (d) the global DBAD during the melting of GST-SL 
and RS-GST. The shaded regions in Figs. 5(c) and (d) indicate the heating-up stage from 300 K, to 1100 K for GST-SL and 1000 K for RS-GST, respectively. 
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SL is also a reason for its relatively slow melting speed. Both the slow 
melting speed and the propagation manner suggest that the melting of 
GST-SL is more readily controlled compared to the case of RS-GST. 

Next, to trace the change in local atomic structures during the 
melting, we further employ an indicator named deviation of bond angle 
distribution (DBAD) [18] which can reflect the difference between liquid 
and crystalline phases. Here, the DBAD measures how much the bond 
angles deviate from 90◦ or 180◦. For crystalline GST-SL and RS-GST, the 
bond angles around an atom are closed to 90◦ and 180◦ due to the 
standard p-orbital bonding characteristic [18]. When they are melted, 
most of the bond angles will deviate from 90◦ and 180◦. Therefore, the 
DBAD for bond angles of an individual atom (atomic DBAD) can also 
reasonably estimate the degree of disorder of its local environment. 

Figs. 5(a) and (b) show the time evolutions of the distribution of 
atomic DBAD of GST-SL and RS-GST, respectively. Before melting, the 
atomic DBAD is mainly located around 10◦ due to thermal fluctuations. 
Then, the atomic DBAD gradually increases with melting. After melting, 
the main peak of atomic DBAD is located around 23◦. Interestingly, we 

found that the atomic DBAD of 18◦ is just the watershed between crys-
talline and liquid phases. Therefore, we use this value to approximately 
distinguish the crystalline and liquid phases. Figs. S4 and S5 depict the 
evolution of liquid regions based on this criterion. It can be directly 
observed that the liquid regions in GST-SL are spatially localized, while 
the liquid regions in RS-GST are uniformly distributed. 

To quantitatively characterize the localization of the melting regions, 
we introduce a localization-degree indicator (LDI, more details can be 
found in Methods section), resembling the inverse participation ratio 
(IPR) [61] which has been used to estimate the localization of electronic 
states. Similarly, a large value of LDI means the distribution of the 
melting regions is localized while a small LDI indicates a delocalized 
melting or no melting. Fig. 5(c) shows the time evolutions of the LDI of 
GST-SL and RS-GST. To fairly compare the LDIs of GST-SL and RS-GST, 
the global DBAD (calculated from all bond angles in the structure), 
reflecting the overall degree of melting, are also presented in Fig. 5(d). 
For RS-GST, the LDI remains small during the melting process and the 
rapid increase of the global DBAD shows the melting is completed within 

Fig. 6. Evolution of Ge atomic distribution with time during the melting processes of GST-SL and RS-GST. (a) The initial structure of GST-SL. (b)-(e) Distribution of 
Ge atoms at different times starting from the GST-SL structure. (f) The initial structure of RS-GST. (g)-(j) Distribution of Ge atoms at different times starting from the 
RS-GST structure. The Ge atoms are highlighted by the green balls in (a) and (f). 
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10 ps in the present model. For GST-SL, the LDI gradually increases to 
much higher values with the melting, which unambiguously demon-
strates the localized behavior of the melting. Additionally, unlike 
RS-GST, the increase of global DBAD for GST-SL is relatively slow, which 
is consistent with previously observed lower melting rates due to the 
melting form of sparse-nucleation-and-growth. Therefore, the partial 
melting behavior of GST-SL is mostly possible. The accompanying video 
1 and video 2 capture both of these melting processes. 

The localized melting behavior of GST-SL can also result in different 
liquid structures, at least near the crystalline-liquid interface. For 
example, in the GST-SL model shown in Fig. 6(a), the initial distribution 
of Ge atoms naturally gathers at specific layers due to the existence of 
Sb2Te3 layer blocks [28], see Fig. 6(b). The localized melting behavior of 
GST-SL prevents Ge atoms from fully diffusing within 105 ps as Figs. 6(c) 
and (d) show. Even after the GST-SL is heated at 1100 K for more than 
200 ps [Fig. 6(e)], the Ge atoms distribution still retains a trace of the 
initial distribution, indicating a certain degree of chemical order (as the 
crystalline GST-SL has) even after a relatively long melting time. How-
ever, in RS-GST, there is no isolated distribution of Ge atoms along the 
z-direction at the initial structure [Figs. 6(f) and (g)]. During the melting 
process, the Ge atoms are always homogeneously distributed, as shown 
in Figs. 6(h)-(j), indicating a full chemical disorder in a diffusive liquid 
state. The difference in the distribution of atoms in the two melting 
processes may also be inherited in their amorphous regions by 
quenching their melting states, which guarantees the element distribu-
tion and chemical ordering in GST-SL is less disturbed between its SET 
state and RESET state. What’s more, the chemical order near the 
crystalline-amorphous interface may also benefit the fast recrystalliza-
tion of GST-SL. 

4. Conclusion 

In summary, this work uncovers the long-term puzzle of melting 
behaviors in GST-SL using a large-scale MLIP MD simulation for the first 
time. Compared to traditional RS-GST, GST-SL is easier to maintain its 
crystalline phase under an overheated condition owing to the stable 
vdW interfaces. The melting of GST-SL is initiated by the formation of 
the unique CiV defects while the melting of RS-GST can be activated by 
the pre-existed vacancies. In other words, both the melting processes in 
GST-SL and RS-GST are nucleated via structural defects. The formation 
of the CiV defect requires chain-like movement of atoms and vacancy- 
assisted site exchange to form an anti-site defect, so it takes a rela-
tively long time to occur. More importantly, the melting of GST-SL is 
completed via the sparse nucleation and growth of the defect-initiated 
liquid regions. In contrast, the melting of RS-GST simultaneously takes 
place at anywhere of the lattice due to a large amount of randomly 
distributed intrinsic vacancies which act as ultra-dense seeds of nuclei. 
As a result of the different melting mechanisms, the melting regions in 
GST-SL can be spatially localized and readily controlled, suggesting a 
strong possibility of partial melting, while the melting of RS-GST occurs 
homogenously and very quickly throughout the lattice. In addition, the 
atomic distribution after melting in GST-SL, at least near the nano 
crystalline-liquid interface, is more chemically ordered than that in RS- 
GST. The present results not only uncover the special melting behavior 
in GST-SL but also provide critical references to understand the reason 
behind the low power consumption in GST-SL PCM devices. The present 
study will provide an important theoretical basis for the development of 
advanced PCM applications based on superlattice materials. 
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